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Abstract

Typical simulation of a large wildfire requires semi-empirical models for rate of spread (ROS) such as the Rothermel model. ROS models usually take into account several physical parameters such as slope, wind speed, moisture content and other fuel properties (load, height, surface-to-volume ratio, heat of combustion, etc.). However, these parameters can be highly uncertain. In addition, the model itself is far from perfect and the solver is subject to numerical approximations. A promising direction for the prediction of wildfire spread is to rely on an ensemble of simulations instead of a single deterministic simulation.

The generation of an ensemble may follow a Monte Carlo strategy where the input parameters are sampled according to given discrete or continuous probability distributions. Each sample is independent from each other and is used to run one wildfire simulation. For a wildfire starting at a given location and time, we can use the outputs from the ensemble of simulations to estimate a burn probability map. One main challenge of the method lies in the choice of the distributions of the input parameters. Depending on the sensitivity of the model to the input parameters, small changes on the probability distributions could yield highly different outputs. At this stage, a suggestion of distributions is introduced, although calibration should be applied in order to improve simulation outputs.

Similar probabilistic approaches have already been developed in wildland fire and particularly in forest fire behavior models such as the FSPro system. A significant difficulty regarding the evaluation of such systems is to properly take into account their probabilistic aspects. We propose to perform ensemble evaluation considering all the burn probabilities that are predicted at the scale of a specific fire event. It also requires the observed burned surfaces corresponding to the specific event. Then, probabilistic scores that are commonly used in meteorological applications, such as the Brier Score, can be computed. The whole methodology is applied to a wildfire that occurred in Corsica in summer 2017 and could be extended to more fire cases.

Such probabilistic framework could then be completed with a description of ignition probability and vulnerability in order to assess fire risk over a region like Corsica.
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1. Introduction

In an operational context, being able to accurately forecast how a wildfire will spread would provide invaluable help in decision making, not only in a crisis situation where a fire just ignited but also in the assessment of fire risk. In the latter case, one goal is to identify areas that require high-priority land planning actions in the long run or the mobilization of firefighting resources in the short term. In spite of the significant efforts in modeling to provide better and faster-to-compute forecasts of fire spread, systematically making an accurate prediction remains a distant goal (Gollner et al., 2015). One of the reasons lies in the difficulty to predict and describe the weather conditions and the state of the vegetation that will drive the fire spread. In this uncertain context, one may think that a range of likely outcomes might be more useful than a single forecast. This can be achieved by running many
simulations. This strategy is not new to the fire community as an approach relying on several runs of likely fire scenarios was already implemented for assessment of long-term fire risk in systems such as BURN-P3 (Parisien et al., 2005) and FSim (Finney et al., 2011a) where a probability of a zone burning during a year is computed (among others) over a whole region. In the case of a fire that has just ignited, which is the focus of this study, the FSPro (Finney et al., 2011b) system uses an ensemble of simulations based on a time series approach to define several weather inputs and provide a map of burn probability, that is to say, an estimate of the chance that a zone close to ignition point will burn after a given time. Evaluation in FSPro is then performed in two ways. The first method consists in comparing the mean area of the simulated burned surfaces to the observed burned area. The second method, relies on the predicted burn probabilities obtained at the vertices of the polygon describing the observed burned surface.

We propose another method for ensemble simulation in this context. One main difference with FSPro lies in the approach used when generating the inputs for each simulation. Here, we used perturbations on weather forecasts, but also on other input data such as fuel parameters. In addition, we present tools for evaluation that are commonly used in meteorological applications. Indeed, judging the quality of an ensemble implies the confrontation against observed data with appropriate scores. This methodology is applied to the Calenzana fire that occurred in Corsica in August 2017.

The method for generating an ensemble of wildfire simulations is introduced in the first section. In the second section, we define scores for ensemble evaluation. In the third section, we describe the data and perturbations used in the simulations of the fire event. The results are presented and discussed in the last section.

2. Generation of an ensemble

2.1. Running one simulation of wildfire spread

In this study, we used the ForeFire code, described in (Filippi et al., 2009). ForeFire is a front propagation solver based on discrete event simulation together with a Lagrangian front-tracking method where the fire line is described by markers linked to each other. Each marker represents a point in a 2D space that may move according to a given speed vector. The direction is determined by the local geometry of the fire line. On the other hand, the speed norm depends on a formula for rate of spread (ROS) that can be based on local weather, slope, and fuel properties, in addition to fire line geometry.

To start a simulation, the user needs to select not only a ROS formulation, ignition date, time and location, but also elevation, weather and fuel data so that ROS can be computed at any time of the fire spread and at any point in space around ignition point. However, when a fire starts, knowledge regarding these input variables is limited. This uncertainty makes the prediction of wildfire spread especially difficult as a relatively small change on some of the inputs could lead to significantly different results. Here, we decided to focus only on the inputs, but it should be noted that uncertainty also stems from numerical approximation and from the ROS model which is based on simplification assumptions and therefore does not describe perfectly the physics of the phenomenon.

2.2. Running an ensemble of simulations

In a context of high uncertainty, only one simulation may give an unreliable prediction, even if the forecaster chooses the most likely input variables. Another strategy is to make a choice based on several simulations of fire spread that were computed with different inputs, even though these inputs are not all the most likely ones.

Here, we assume that we have a nominal value \( x \) for a given input variable. Depending on our knowledge on the variable, we might want to try a simulation with another value \( x_p \) (the underscript \( p \) stands for “perturbed”) that remains relatively close to \( x \). Also, given the physical parameter described
by the variable, some values are not admissible for \( \times_p \). One obvious constraint is that many variables cannot be negative. Therefore, choosing a perturbation of wind speed norm in a range of +/- 5 m/s when the nominal value (obtained by a weather forecast, for instance) is 3 m/s is not possible.

In this study we define 3 main classes of perturbations: “additive”, “percentage” and “multiplicative”. Let \( z \) be our perturbation coefficient. The perturbed value \( \times_p \) will be computed based on \( x \) and \( z \) according to the perturbation class.

For an additive perturbation, we have \( \times_p = x + z \) where \( z \) has the same unit as \( x \) and is real (i.e., it can be either positive or negative).

For a percentage perturbation, we have \( \times_p = x \times (1 + z) \) where \( z \) has no unit and must be between -1 and 1 (\( z = -0.2 \) corresponds to -20%, for instance).

For a multiplicative perturbation, we have \( \times_p = x \times z \) where \( z \) has no unit and must be positive.

The sampling of perturbations for one input variable is made according to some probability distribution. A given \( z \) is therefore conceived as a realization of a random variable \( Z \). In most cases, \( Z \) can be described by a probability density function (PDF). In this study, we decided to use mainly “centered uniform” PDFs, which are described by only one parameter. Let \( z_{\text{max}} \) be the maximum value that \( z \) can take. For the additive and percentage classes, \( z \) is directly sampled according to a uniform distribution in \([-z_{\text{max}}, z_{\text{max}}]\). In the multiplicative case, we have \( z = \exp(u) \), where \( u \) is sampled uniformly in the interval \([-\log(z_{\text{max}}), \log(z_{\text{max}})]\). This way, \( z \) is in \([1/z_{\text{max}}, z_{\text{max}}]\). We can talk about a (centered) “log-uniform” distribution by analogy to the log-normal distribution.

In this framework, a perturbation \( Z \) associated to a given input variable \( x \) is entirely described by its class and one parameter \( z_{\text{max}} \).

To run an ensemble of simulations, for a given input variable we simply draw \( M \) independent samples \( z_1, \ldots, z_M \) following the distribution of \( Z \). Then, for \( m \) in \( \{1, \ldots, M\} \), we run the fire spread simulation with \( x \) perturbed by \( z_m \).

In the case of wildfires, we define a fourth perturbation class specifically for fuel types: “transition”. Indeed, physical parameters of the fuel are usually determined by its type. This perturbation allows a given fuel type to be changed to another type (and therefore, receive new values of physical fuel parameters) with some probability \( p \) in \([0, 1]\). We have the constraint that all transition probabilities for a given fuel type (including transition towards itself, i.e., “no change”) are non-negative and sum to 1.

Choosing the probability distributions of the perturbations is a way of quantifying the uncertainty regarding the input variables.

Outputs of the ensemble of simulations

At the end of a simulation, ForeFire may return the geometry of the fire line, potentially at any time during the fire event, as well as an arrival time of the fire at any point in space. Since the observed data available when studying a fire event consists mostly of a 2D burned surface observed after the fire has completely stopped, we decided to focus on the fire line obtained at the end of the simulation. In the following, a simulation domain is described by a set of \( N \) points \( x_1, \ldots, x_N \) where each \( x_i \) is associated to a number \( b_i \) that takes the value 1 if \( x_i \) is burned, 0 otherwise.

In a probabilistic framework, a set \( (b_1, \ldots, b_N) \) associated to a given domain can be understood as a realization of a random vector \( (B_1, \ldots, B_N) \) where each component \( B_i \) follows a Bernoulli law of parameter \( P[B_i = 1] \), which represents the burn probability (conditionally to fire ignition).

With our ensemble of \( M \) simulations, since the inputs are generated independently, we can give a Monte Carlo estimate of \( P[B_i = 1] \):

\[
p_i = \frac{\text{Number of simulations where } b_i = 1}{M}.
\]
We define the burn probability map for a given fire as the set \( \{ (x_i, p_i) | i = 1, \ldots, N \} \). It is one of the main products of the ensemble of simulations. An example is given in Figure 1.

![Burn probability map obtained for Calenzana (2017.08.05) wildfire. The colorbar gives the value of the burn probability \( p_i \). Axes give the point coordinates \( x_i \) in EPSG:32632 (m). Black line: contour of observed burned area (obtained from Office de l’Environnement de la Corse). Grey line: contour of the burned area returned by a simulation without perturbation.](image)

3. Evaluation

Now that we have proposed a method for ensemble generation, we need to define desirable properties of an ensemble.

The ultimate goal of a forecaster is to give a perfect prediction of what is to come. For an ensemble, this would mean that all simulation results are the same as the observations, in any case. However, not only is it hard (if not impossible) to come close to this goal, but making an ensemble of simulations would be irrelevant in that case as only one forecast would be enough.

A significant difficulty when dealing with an ensemble is that one needs to compare a given observation to a set of simulations that yields a probability. The comparison between two items of different nature, namely the realization of an event and a corresponding probability, is not trivial. That is why in this section we define scores commonly used in meteorology that enable to evaluate the quality of an ensemble.

3.1. Brier score

In order to compare an observation with one (or more) forecast(s), numerical scores can be computed. If we had just one forecast, some surface comparison scores such as those defined in Filippi et al. (2013) could be employed. However, we cannot compare a burn probability map with a burned surface by the means of such scores as they are meant for comparison with one simulation. For a numerical comparison with an ensemble forecast, we need to use probabilistic scores.
A score that seems appropriate in the case of a wildfire which is essentially binary (i.e., “burn or no burn”) is the Brier score (BS). Let us consider the burn event: “A given elementary surface burns”, we note \( o = 1 \) if the event occurred, 0 otherwise. Let \( p \) be the probability of the burn event that was predicted by our ensemble. In this case, the Brier score is defined as \( BS = (o - p)^2 \).

In the general case, if we have \( N \) observations \( o_1, \ldots, o_N \) for the burn event and \( N \) associated predicted probabilities \( p_1, \ldots, p_N \), then BS is defined as follows:

\[
BS = \frac{1}{N} \sum_{i=1}^{N} (o_i - p_i)^2.
\]

This score is positive and negatively oriented: the closer it is to 0, the better the ensemble forecast. For a detailed presentation of probabilistic scores, we refer the reader to Brocker (2009). In particular, the Brier score has the advantage of being strictly proper.

Using the notations of section 2.3, \( o_i \) will be the value of the observed \( b_i \). \( N \) is the number of points in the study area and \( p_i \) is the Monte Carlo estimate of the burn probability \( P[B_i = 1] \) obtained with the ensemble.

The attentive reader might notice that proceeding this way, we have one observation for each one of the \( N \) burn events and not \( N \) observations of one burn event. The Brier score was introduced with the latter view, which corresponds to a probabilistic expectation. The way we propose to compute it, the Brier score corresponds to a spatial average.

3.2. Rank histogram

Another tool used in ensemble forecasting is the rank histogram. The rank is a variable used to test whether the observation is distinguishable from the predictions or not. When the distinction cannot be made, we say that the ensemble prediction system is consistent.

Let us define a variable \( y \) that corresponds to the observation and \( y_1, \ldots, y_M \) that correspond to the predictions obtained from the simulations. The rank \( R(y) \) of \( y \) among \( y_1, \ldots, y_M \) is usually defined as follows: if there are exactly \( m \) of the \( y_j \) that are strictly lower than \( y \) (and therefore the remaining \( M - m \) of the \( y_j \) are equal to or higher than \( y \)), then \( R(y) = m \). The rank can therefore take values in \( \{0, 1, \ldots, M\} \). Let us give a few examples. If all the \( y_j \) are strictly lower than \( y \), then \( R(y) = M \). Conversely, if \( y \) is lower than all the \( y_j \), then \( R(y) = 0 \). If only \( y_2 \) and \( y_5 \) are strictly lower than \( y \), then \( R(y) = 2 \). One interesting property of the rank is that if we evaluate it on many occasions and if the ensemble prediction system is consistent, each value of the rank (i.e., each integer in the set \( \{0, 1, \ldots, M\} \)) should be obtained approximately \( 100 \% / (M + 1) \) of the time.

In most applications, \( y, y_1, \ldots, y_M \) are defined in a real interval and the case where \( y \) is equal to one or more of the \( y_j \) is not problematic. However, in the context of forest fires we may consider the burn event and the variables can only take two values: 0 or 1. For instance, in the case where \( M = 10 \), if 7 of the \( y_j \) are equal to 0 (the point is not burned in 7 out of 10 simulations) and \( y = 0 \) (we observe that the fire did not reach this point), one may wonder which rank to pick in \( \{0, \ldots, 7\} \). In fact, it is not satisfactory to pick one rather than the others. This is why, in the binary case, we follow a different strategy. Instead of considering a single value for the rank, we define a weight for all the possible ranks in \( \{0, 1, \ldots, M\} \).

The weights of the rank of \( y \) among \( y_1, \ldots, y_M \) are given by the vector \( (w_0, w_1, \ldots, w_M) \) of size \( M+1 \). Assuming that the variables \( y, y_1, \ldots, y_M \) can only take the value 1 or 0 (“burned” or “not burned”), this vector is defined as follows:
Let us assume that $\sum_{j=1}^{M} y_j = m$ (i.e., exactly $m$ of the $y_j$ are equal to 1).

Then if $y = 0$, $\forall k \in \{0, ..., M - m\}$, $w_k = \frac{1}{M + 1 - m}$.

Else (if $y = 1$), $\forall k \in \{M - m, ..., M\}$, $w_k = \frac{1}{m + 1}$.

In both cases, for the remaining values of $k$, $w_k = 0$.

In practice, we proceed with this calculation for each point $x_i$, which yields the corresponding weight vectors ($w_0^i$, $w_1^i$, ..., $w_M^i$). For each rank $k$ in $\{0, ..., M\}$, we define the total weight $W_k$ as

$$W_k = \sum_{i=1}^{N} w^i_k,$$

and we obtain the total weight vector $(W_0, W_1, ..., W_M)$. We define the *rank histogram* as the histogram where the total weight vector $(W_0, ..., W_M)$ is plotted against the rank vector $(0, ..., M)$. An example is given in Figure 2.

If ideally we have a consistent ensemble prediction system and $N$ is high enough, then each of the $W_j$ should be approximately equal to $N / (M + 1)$. It implies that the rank histogram will be flat. When the ensemble over-predicts burn probability, there will be higher bars on the left and lower bars on the right (compared to the ideal flat histogram). Conversely, under-predicting the burn probability will lead to higher bars on the left and lower bars on the right.

![Figure 2: Rank histogram obtained for Calenzana (2017.08.05) wildfire. The 501 ranks are regrouped in 25 bins of 20 consecutive ranks (21 for the first bin). The dashed line indicates the flat histogram that would be obtained with a consistent ensemble. The shape of the diagram indicates that the ensemble overestimates burn probability.](image)

### 4. Application

#### 4.1. ROS model and data sources

The area of study is Corsica island (France). Spatial data consist of an elevation field combined with a field of fuel type. The latter was obtained from Corine Land Cover (CLC) land use maps. Both fields are at raster format with a resolution of 80 m.

In this study, we decided to use the semi-empirical model of Rothermel (Rothermel, 1972), although any ROS model can be implemented (we could use the one described in Balbi et al., 2009, for instance). A few points on the implementation of the model in this study must be noted. First, the
mineral damping coefficient is always 1. Second, all fuel types are assumed to have a moisture of extinction of 0.3.

For a given CLC fuel type, all ROS input parameters, except for wind speed, wind direction, and slope, are the same everywhere. Although the discrete event simulation method allows for change of any ROS input parameter in time, only wind speed, wind direction and dead fuel moisture were allowed to change during a fire simulation.

Spatial wind fields for the cardinal and intermediate directions were precomputed to take into account the elevation field and to save computational time. Wind speed, wind direction and dead fuel moisture data for a given wildfire are obtained from weather forecasts of the atmospheric model MesoNH. Forecasts are run everyday with an origin time of 00:00 UTC over a range of 42 hours with a time step of 3 hours. Spatial resolution of the fields is around 600 m.

4.2. Fire case

The simulations were run based on a fire that occurred in Corsica on August 8th 2017. Fire started near the town of Calenzana, at approximately 17:42 (local time). Consequently, the MesoNH forecasts with origin date and time 2017.08.05, 00:00 UTC were used. The observed burned surface after the event was around 120 ha. The burned surface together with the corresponding (assumed) ignition time and location were provided by Office de l’Environnement de la Corse. We decided to quantify uncertainty regarding ignition time with an additive uniform perturbation of +/- 10 min for ignition time. For ignition location, we first defined a square of 200 m side length centered around the reference point. The ignition locations used in the simulations were randomly chosen among the centers of the CLC squares that were contained in the 200 m x 200 m square.

In general, one of the major sources of uncertainty regarding a fire event is its duration. Since we do not take into account the firefighting actions, ForeFire simulates a fire with free spread. Therefore, the only way for a simulation to end was either to reach the end of the input fire duration, or to have a ROS of almost 0 at every point of the fire line (which did not happen in our simulations). With this method, it is important to note that the simulation returns the burned surface of a fire that could continue to spread while the observation represents the burned surface of a fire that is not burning anymore. An important implication is that evaluation will highly depend on the prescribed fire duration. One way to address this difficulty is to choose a fire duration that accounts for most of the burned area. In the Calenzana case, although the fire spread was almost stopped 3 hours after ignition time, it seems that most of the surface was burned during the first hour. Therefore, we chose a reference duration of 1 hour with a uniform perturbation of 10 minutes.

4.3. Perturbation parameters

The perturbations on ignition time, ignition location and fire duration were addressed in the previous section because they depend on our knowledge of the event, which may differ in another fire case.

For the other inputs, we used constant perturbation coefficients. It means for example that in a given simulation, even though wind speed may change in time, the same wind speed perturbation will be applied at the different steps of the simulation. Similarly, a perturbation on fuel parameters will be the same for all fuel types. Finally, a fuel type transition affects all the CLC cells with fuel type. For instance, it means that if a fuel transition from vineyards to sclerophyllous plants is applied in a simulation (which happens with a probability p), ForeFire will behave as if all vineyard cells (and not just a proportion p of these cells) had become sclerophyllous plant cells.

For a given simulation, the different perturbation coefficients were sampled independently. Still, the same (percentage) perturbation was applied on the following fuel parameters: height, load, heat of combustion (positively) and particle density (negatively). For example, if we obtain a value of +15% for this global perturbation, then height, load and heat of combustion undergo a 15% increase while
the particle density decreases by 15%. From a physical perspective, there is no reason for the uncertainties regarding these four fuel parameters to be fully correlated. The motivation behind this choice is more pragmatic. Indeed, increasing either fuel height, fuel load or heat of combustion should increase the ROS, while increasing the particle density should decrease the ROS. Consequently, with that global fuel coefficient, we expect to obtain an upper bound on the uncertainty regarding the area of the simulated burned surfaces.

The range of the perturbations on wind was chosen after the assumed uncertainties listed in (Hanna et al., 1998) with the difference that we chose uniform PDFs instead of normal ones. As for perturbation on fuel parameters, it was based on common values encountered in the literature and expert judgment. The implementation of a fuel transition from vineyards (CLC type 221) to sclerophyllous plants (CLC type 323) was motivated by the presence of vineyards in our fuel data near the ignition point, where the ROS is much lower than for other fuel types. In this case, data were outdated, since there was no vineyard in this zone at the time of the fire. Transition allows to account for the classification error.

The distributions of the main perturbations that were used in this study are given in Table 1. We stress that at the moment the distributions are just an a priori suggestion. To obtain more reliable distribution parameters, some calibration method based on the Brier score and/or a Bayesian approach could be implemented. Calibration based on just one fire is not likely to give good evaluation results for other events, therefore it is out of the scope of this paper.

<table>
<thead>
<tr>
<th>Perturbation</th>
<th>Type</th>
<th>( z_{\text{max}} / p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind direction</td>
<td>Additive</td>
<td>40°</td>
</tr>
<tr>
<td>Wind speed norm</td>
<td>Multiplicative</td>
<td>1.5</td>
</tr>
<tr>
<td>Dead fuel</td>
<td>Percentage</td>
<td>30%</td>
</tr>
<tr>
<td>Surface-volume</td>
<td>Multiplicative</td>
<td>2</td>
</tr>
<tr>
<td>Fuel global</td>
<td>Percentage</td>
<td>20%</td>
</tr>
<tr>
<td>Ignition time*</td>
<td>Additive</td>
<td>10 min</td>
</tr>
<tr>
<td>Fire duration*</td>
<td>Additive</td>
<td>10 min</td>
</tr>
<tr>
<td>221 → 323</td>
<td>Fuel transition</td>
<td>0.8</td>
</tr>
</tbody>
</table>

Following these distributions, an ensemble of 500 simulations was run.

5. Results and discussion

The simulations were run on a Linux kernel with 8 cores, allowing for parallel computations. The whole computational process took about 5 minutes. It should be noted that given the relatively short fire duration, one simulation took a few seconds. But if we wanted to obtain a 3-hour probability map, simulation time would have increased. Also, in other fire events, higher fire duration and higher average ROS could lead to larger burned area, and therefore runtime could reach one minute or more for one simulation. In any case, this indicates that with appropriate computational resources to account for the simulation of potentially large fires (e.g., more cores to run the simulations in parallel), this
method has potential for use in an operational context. For instance, hourly burn probability maps over a few hours could be computed in a few minutes.

The burn probability map with coordinates in EPSG:32632 Mercator conformal projection system is represented in Figure 1 together with two lines, one encompassing the observed burned surface while the other encompasses the simulated burned surface obtained when there is no perturbation on the inputs. Qualitatively, the burn probability seem to have a better coverage of the observed burned area than the unperturbed contour. This analysis is supported by the Brier score, that we computed for the ensemble of 500 simulations and for an ensemble where the only member is the unperturbed simulation. It is much better in the ensemble case (0.055) than in the latter (0.072). It also appears that the predicted probability might be too high in some areas outside of the burned surface.

The rank histogram is represented in Figure 2. An aggregation was carried out so that each one of the 25 rectangles represents 20 ranks, except for the first one which is associated to 21 ranks. Without aggregation, the overall shape of the histogram remains similar. It appears that the histogram has higher bars on the left, which means that the burn probability is overestimated in several locations.

In spite of those promising results, a few difficulties regarding the methodology need to be discussed.

First, the choice of the number M of members in the ensemble is not obvious. Since we used a Monte Carlo method, we know that a given burn probability estimator \( p_i \) converges as M grows and confidence intervals can be computed for this estimator. However, to our knowledge, there is no reference for confidence levels in this context. Also, as M increases, computational time increases as well, which will limit M and the narrowness of the confidence intervals.

Second, many points in the study area were not burned and obtained a predicted burn probability of 0. If we were to extend the study area, the number of such points would increase. One implication is that the rank histogram would be flattened. Similarly, the Brier score would get lower because N would increase while the sum of the errors would be unchanged. In some sense, it is possible to cheat with a configuration where the burn probability is easy to predict over most of the domain (since most points are far from the ignition point), because in this case, evaluation will lead to better scores.

Finally, we noticed that some points outside of the observed burned surface obtained a burn probability of 1. A very plausible explanation is that the simulations did not model the firefighting actions. Still, this case can be viewed as a “failure” of the prediction system. The same can be said of the case where a point of the observed burned area receives a burn probability of 0, although it did not happen in this study. This raises the question of the relevance of extreme probabilities (i.e., close to 0 or close to 1) obtained via the ensemble. A possible way of circumventing this issue could be the use of probability thresholds (e.g., 0.1 and 0.9) on the burn probability maps. These thresholds could be interpreted as a consequence of a part of uncertainty that is not explained by the perturbations.

An application of this method on several cases of bigger fires is currently in process to make the evaluation more robust.
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